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Abstract

The technical advancement of medical image processing, in the last decades, can be attributed to

improvements in imaging technologies. These technical advancements have meant both more images

per individual scan and a greater demand for scans as a diagnostic tool. Thus radiologists today face an

ever-increasing amount of medical images to review. As machine learning enhances its applicability

and significance in the medical-imaging domain, AI applications still lack acceptance by radiologists

due to insufficient integration into the clinical workflows. Therefore we designed a case study that

aims to provide transparency related to the interpretation and control of model output to minimize

disruptions to professional expertise and work cultures. The goal of the study is to measure the

effectiveness of a design solution for a new machine learning process. With the new development

we predict the increase of efficiency through transparency in the clinical workflow. This will have a

positive impact on radiologists’ trust and acceptance in Artificial Intelligence.

The evaluation results conclude that the new design lets the user achieve their goals quicker and eas-

ier. This assertion is strengthened by an increase in the perception of usability and task success as

well as a decrease of time on task. Measuring trust revealed an improvement related to benevolence

and the assessment of competence in the new design. The outcome provides essential input for future

developments, not only in the implementation of medical solutions but also supply valuable insights

for the Human Computer Interaction (HCI) community. The authors provide design recommenda-

tions regarding the design process as well as a checklist including AI-Cues. Following the suggested

framework should help create transparent connections that keep the human in the loop working with

AI-supported user flows. These loops should prevent the technology from being related to a black

box that users can’t trust.

Keywords: User-centered, Workflow, Machine-learning, Artificial Intelligence, Structured Report-

ing, Medical Imaging, Trust, Acceptance
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Chapter 1

Introduction

Due to the rapid technical progress over the last decades, the complexity of imaging procedures in

the medical domains is rising. Through new technologies and increasing numbers of diagnostic im-

ages, radiologists today face an increased amount of medical images to process in their daily work

routine. While the technology has changed, the tasks,that a radiologist has to perform stayed roughly

the same. The increased amount of complexity, combined with shorter reading time due to a higher

workload, comes at a high cost. A higher reading speed can lead to more diagnostic errors. Radiol-

ogists not only suffer from time pressure but also from fatigue and many different cognitive biases

such as satisfaction of search or inattentional blindness (Williams et al. (2020)). These phenomena

can lead to false diagnoses, threaten its credibility and finally threaten the patients’ health.

Diagnostic tools trained by machine learning can aid radiologists in their daily work routine (e.g. by

finding anomalies or streamline reporting) and alleviate the aforementioned problems. Thus Machine

learning processes gain usage and significance in the medical imaging domain. Therefore radiology

workflows, with AI model integration, will become increasingly critical to support the process of

interpreting medical images (Dikici, Bigelow, Prevedello, White, and Erdal (2020)). Due to the com-

plexity of machine learning processes and the use of artificial intelligence, users are not always in

the picture. It is hard to understand the abstract processes and interpret the outcome of AI solutions.

Therefore AI is often presumed as a ”black box” to the user which could also lead to uncertainties in

the credibility of AI processes (Strohm, Hehakaya, Ranschaert, Boon, and Moors (2020)). This lack

of transparency can lead to distrust and lower acceptability and adoption of AI-based diagnostic tools.

12



1.1 Research Problem and Significance

As machine learning enhances its applicability and significance in the medical-imaging domain, AI

applications still lack acceptance by radiologists due to insufficient integration in clinical workflows

(Dikici et al. (2020); Strohm et al. (2020); Yu and Kohane (2019)). Strohm et al. (2020))identified

this lack of acceptance and trust, as one of four major barriers for integrating AI applications. It

appears alongside the problem of missing strategies for integrating AI applications in the clinical

workflow. This finding is being strengthened by Yu and Kohane (2019) pointing out that trust in

medical technology is closely related to its anticipated utility. Disruptions in the workflow may cause

this trust to break off. Yu and Kohane (2019) also points out that even robust AI applications can

reduce efficiency and cause additional medical errors if not adequately integrated into the current

clinical workflow. According to Dikici et al. (2020), this disruption can prevent the flow of high-

quality data. One cause for this disruption can be the lack of transparency, involvement of radiologists,

and their control in the machine learning process.(“Impact of artificial intelligence on radiology: a

EuroAIM survey among members of the European Society of Radiology” (2019); Med Students and

AI June 2019 — American College of Radiology (n.d.))

A robust clinical system requires multiple quality control steps which become a larger problem when

dealing with more complex 4D or 5D data (Med Students and AI June 2019 — American College

of Radiology (n.d.)). There has been less focus on real-world implementation and the associated

challenges to transparency and accountability (Sendak et al. (2019)). Thus, the European Society

of Radiology (ESR) demands that radiologists must play a leading role in developing and validating

AI applications to medical imaging to enhance the quality of image processing. (“Impact of artificial

intelligence on radiology: a EuroAIM survey among members of the European Society of Radiology”

(2019))

1.2 Research Goal and Motivation

The goal of the study is to:

• Use trust values to leverage radiologists’ acceptance into a structured medical reporting work-

flow, that was supported by AI.



We aim to achieve this by using a participatory design approach that includes radiologists in the the

process early on. It also includes the design of an interface for a machine learning solution that can

be easily integrated into a radiologists clinical workflow.

The design focuses on the task of contextual and structured image reporting. The prototype should

provide transparency about AI and its generated output as well as allow for control of the model

output. This way we aim to minimize disruptions to professional expertise and work cultures. Pre-

liminary expert interviews provide qualitative insights into opportunities and barriers radiologists are

facing in their workflow. A subsequent study provides data to validated the proposed solution.

1. Objective I: Design for transparency: Measure the effectiveness of the design for transparency

(values - visual cues, social cues, content cues) to increase radiologists’ trust in the diagnostic

tool.

2. Objective II: Understand how trust interrelates with acceptance of the diagnostic tool. (trust

vs transparency - workflow, visual cues, social cues, content cues)

3. Objective III: Provide additional insights on how to design towards a goal of fostering trust

and acceptance in Artificial Intelligence.

To fulfill the objectives we designed, in collaboration with radiologists, an AI-driven structured re-

porting solution. We integrated ideas into the new design for increasing trust in the AI output. Fur-

thermore, we measure if these changes lead to more acceptance of the AI generated findings by the

radiologists. Finally we will use our findings to formulate recommendations on how to design for

trust to leverage acceptance in AI.



1.3 Research Question

1.3.1 Main Research Question

Fulfilling the previously mentioned objectives should help to answer the following research questions:

How can machine learning processes be designed to foster trust in users?

1.3.2 Sub Research Questions

1. How can we design a transparent workflow integrated reporting solution (using trust values

like visual, content and social cues) for radiologists, supported by artificial intelligence?

2. What makes radiologists trust the output of a reporting artificial intelligence solution and in-

creases their acceptance using it?

3. To what extent can trust be a key to leverage effective artificial intelligence structured reporting

work-flow?

1.4 Theories and Methods

A participatory user-centered design approach, based on the double diamond principle (see figure

1.1), provided important input for the development of the prototype. A solution, based on real users’

needs, should be created in the end. In the “discover” phase, expert interviews with four participants

from the medical domain (focusing on radiology) provided information on the status quo, current

needs, visions, and barriers. A clickable prototype of an AI-driven operating system (deepcOS),

developed by deepc was used as a first basis, combined with a survey related to the perception of trust

and usability. Semi-structured interviews provided further contextual information. These resulting

findings were analyzed in the “define” phase to create a baseline, define requirements and goals for

the prototype development in the “develop” phase. Further, the new clickable prototype was validated

in a summative evaluation later on in the “deliver” phase. Quantitative A/B testing was conducted

with 10 users using an online evaluation tool called ”Loop11” 1. The testing application provided an
1https://www.loop11.com



evaluation process for clickable prototypes. To compare the new design to the original prototype, that

was used in the expert interviews, the same surveys related to the perception of trust and usability

were used. Additionally we measured task completion time and the task success rate. A subsequent

structured interview provided additional context information which will provide important insights

for future research and developments. This study design was chosen to provide a triangulation of data

that should help to focus on a user-centered and participatory design approach. A detailed overview

of steps, connected research questions, and methods can be viewed in the following table.

Figure 1.1: The Double Diamond Model by NNGroup 2



Steps of Research Research Question (RQ) /

Sub-question (SQ) / Objec-

tives (OB)

Method

Step 1 Discover Theoretical

background on AI, radiolo-

gist workflows and trust.

SQ1 How can we design

a transparent workflow inte-

grated reporting solution (us-

ing trust values like visual,

content and social cues) for

radiologists, supported by ar-

tificial intelligence?

SQ3 To what extent can trust

be a key to leverage effective

artificial intelligence struc-

tured reporting work-flow?

Literature Review The liter-

ature review aims to under-

stand the basics of artificial

intelligence, workflows in the

medical domain and the im-

portance of trust in the field of

human computer interaction.

Expert Interviews This

should provide a baseline

to start the experiment and

understand current needs,

fears and expectations from

real users.

Step 2 Define Synthesizing

the information from the dis-

covery phase into a problem

definition and define the de-

sign idea and features.

SQ2 What makes radiologists

trust the output of a report-

ing artificial intelligence so-

lution and increases their ac-

ceptance using it?

OB II Understand how trust

interrelated with artefact ac-

ceptance.

Data Analysis using a code

book to collect and compare

the data and find out about

risks, opportunities, features,

needs and expectations. Re-

sulting personas should pro-

vide defined goals from the

user perspective.

Step 3 Develop A design pro-

posal as a clickable prototype.

-

A Design Proposal, based on

deepcOS and the outcomes of

the expert interviews



Step 4 Deliver Results of the

evaluation and discussion.

RQ How can machine learn-

ing processes be designed to

foster trust in users?

OB I Measure how effective

is the design for transparency.

OB III Provide additional in-

sights on how to design to

foster trust and acceptance in

Artificial Intelligence.

The Summative Study and

Analysis aims to investigate

the impact of the developed

experiment on users trust in

the use of Artificial Intelli-

gence.



1.5 Plan of Implementation

For the implementation of our study, we considered several resources. The medical startup deepc

provided the software basis for this research, a company that implemented deepcAI, an AI algorithm

for interpreting CT images. Based on their software, deepcOS, we created a clickable prototype. We

chose a set of tasks based on the process of documenting a finding(medical anomaly) in a brain CT

scan.

Study plots with surveys and interview questions, used for the expert interviews, were prepared.

For the development of the final prototype, the design software ”Figma” was used. As mentioned

before, due to the ongoing COVID19 pandemic, it was not possible to visit the medical staff in

their natural working environment. To overcome this issue, we used the conferencing tool ”Google

Meet” to conduct the expert interviews. More detailed information about the process can be found

in chapter ”3 Discover and Define”. The summative testing of the prototype was integrated into an

online testing platform, ”Loop11”. Thus users could quickly evaluate the prototype in a remote and

unmoderated session without time or location restrictions. Participants for both phases needed to be

recruited. We invited four individuals who work in the radiology department for expert interviews.

The target number of users for the summative testing phase was ten individuals, preferably from the

medical domain. The leading target user group were radiologist, but due to limited availability, the

participation was extended to potential users in the health system or healthcare industry. An overview

of the time span can be viewed under figure 1.2

Figure 1.2: Gantt Chart for planing the implementation of the thesis



1.6 Expected Outcomes

The study’s goal is to measure the effectiveness of a design solution for a new machine learning

process. We predict the increase of efficiency through transparency. The new design will positively

impact radiologists’ trust and acceptance in the use of Artificial Intelligence solutions. The outcome

should provide input for future developments in implementing medical solutions and provide as well

some insights for the HCI community, how to design trustful, user-friendly, transparent solutions

supported by artificial intelligence.



Chapter 2

Literature Review

The literature review included a scoping study methodology (Levac, Colquhoun, and O’Brien (2010)).

Papers and proceedings were searched on Springer, in the ACM Library and Google Scholar contain-

ing ”Artificial Intelligence” OR ”machine learning” in the medical field, furthermore papers were

selected based on additional tags like “trust”, “workflow radiologists” and selected based on titles of

papers. Additionally a backwards search provided additional papers and proceedings. The references

of promising papers were scanned and selected this way.

Due to the fast development of the domain and community, only papers of the last years (five years

max) were chosen for the literature review to work with the latest findings. The next paragraphs

provide a summary of the outcomes.

2.1 Artificial Intelligence

The first chapter of this literature review should provide some contextual input about Artificial Intel-

ligence (AI). It helps to create a baseline for further research and discussions. Due to the extensive

literature offered by the community of computer science, the author narrowed it down to context-

related topics.
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2.1.1 Levels of AI

Chartrand et al. (2017) describe AI as a branch of computer science devoted to creating systems that

perform tasks that ordinarily require human intelligence. As a subfield of AI, machine learning pro-

cesses are used to train computers to perform tasks without explicit programming, e.g., distinguishing

data patterns. Furthermore, representation learning can be seen as a type of machine learning where

the algorithm learns the best features to classify the provided raw data. The deepest level of AI

that should be considered here is the level of deep learning. These deep learning systems propose

an end-to-end approach by learning simple features as components of more complex characteristics,

such as shapes, lesions, organs, therefore leveraging the compositional nature of images (Chartrand

et al. (2017)). In general, the methods to train these models can be divided into supervised and un-

supervised learning algorithms. In supervised learning, a model is presented with a data set of input

features and labels. The target is then to interpret and predict the input source based on the given

model parameters (Litjens et al. (2017)). Unsupervised learning algorithms process data without la-

bels and are trained to find patterns, such as latent subspaces. For our further research, we focus on

machine learning processes that follow a supervised structure. Users need to feed the AI, first with

different input modalities, to train it until it continues autonomously by learning unsupervised.

2.1.2 AI in Medical Image Interpretation

Over the past few years, the emerging fields of AI and deep learning have attracted much attention

in the medical domain, especially in the community of radiologists (5 key takeaways from a patient

survey about AI in radiology (n.d.)). The most successful AI models are used for image analysis,

especially convolutional neural networks (CNN). CNNs contain many layers that transform their in-

put with convolution filters of a small extent. Work on CNNs has been done since the late seventies

(Fukushima and Miyake (1982)), and they were already applied to medical image analysis in 1995 by

Lo, Lou, Chien, and Mun (1995). Today they are the standard technique in exam classification and

the preferred method for object or lesion classification. In exam classification, one typically has one

or multiple images as input with a single diagnostic variable as output (e.g., disease present or not)

(Litjens et al. (2017)). Further areas of successful image interpretation are observed in the detection

of organs, region and landmark localization, object or lesion detection, segmentation, lesion segmen-

tation, and registration. In contrast to classification and segmentation, the research community seems



not yet settled on the best way to integrate deep learning techniques in registration methods. Not

many papers have appeared yet on this topic, and existing ones have distinctly different approaches

(Litjens et al. (2017)). In various studies, it has been shown that to train more complex models of

AI, it is significant how many experts annotated data were used (Dikici et al. (2020)) to evaluate the

quality of image interpretation when using AI models.

2.2 Radiologists Workflow

As pointed out by Dikici et al. (2020), the process of implementing and maintaining the standard

radiology workflow can be simplified described in five main steps (2.1).

The images acquired in digital imaging and communications in medicine (DICOM) format are sent to

a DICOM router, a configurable framework capable of sending/receiving DICOM images to and from

a predefined address. The router sends the images to the picture archiving and communication system

(PACS) and vendor-neutral archive (VNA), which is a technology enabling the storage of medical

images in a standard format and offering a generic interface, thereby making the data accessible to

multiply healthcare professionals regardless of the type of system from which images are originating.

Using dedicated workstations, radiologists access image data stored in PACS for study visualizing,

post-processing and interpretation. Nonradiology clinicians may also view medical images stored

only in a VNA through links in each patient’s electronic medical record (EMR).

1. Medical images are acquired with a standards morality (e.g. CT, MRI, etc.) by a technologist.

2. The images acquired in digital imaging and communications in medicine (DICOM) format are

sent to a DICOM router, a configurable framework that is capable of sending/receiving DICOM

images to and from a predefined address.

3. The router sends the images to the picture archiving and communication system (PACS) and

vendor-neutral archive (VNA) which is a technology enabling the storage of medical images in a

standard format and offering a generic interface, thereby making the data accessible to multiply

healthcare professionals regardless of the type of system from which images are originating.

4. Using dedicated workstations, radiologists access image data stored in PACS for study visual-

ization, post-processing, and interpretation.



Figure 2.1: A simplified view of an exemplary radiology workflow by Dikici et al. (2020)

5. Nonradiology clinicians may also view medical images stored only in a VNA through links in

each patient’s electronic medical record (EMR).

2.2.1 Image Interpretation

Despite the introduction of digital PACS globally over the past few decades and the existence and

acceptance of international ”Digital Imaging and Communications in Medicine” (DIOM) standards

for the storage and transfer of medical imaging data, there remain significant barriers to large-scale

big data sharing. Not all clinics have an infrastructure that allows interoperability with other systems.

Additionally, DICOM standards often come with substantial variations in the quality of meta tags

and other data points (Harvey and Glocker (2019)). The imaging studies are not standardized and

may differ for each vendor’s hardware at the same clinical site. Gueld et al. (2002) found that it was

impossible to automatically categorize medical images based solely on their DICOM meta tags as

around 15 % of all studies were mislabeled due to human factors (Harvey and Glocker (2019)). In a

paper on data readiness, Neil Lawrence proposed a three-point scale to allow inter-disciplinary con-

versations on inherent readiness of data. Inspired by this scale, Harvey and Glocker (2019) propose

a four-point medical imaging data readiness (MIDaR scale) which takes into account additional and

specific requirements related to research on medical imaging data.

1. Level D: Representing only its initial intended purpose of acting as a record of clinical activity

with no further consideration of research of any kind (e.g. patient identifiable information).

2. Level C Anonymised and accessible via ethical approval, data extraction and access control.

3. Level B: The quantity of relevant data sets are fully accounted for, and large scale errors in data

structure and format have been resolved (outcome of data selection from Level C)



4. Level A: Structured, fully annotated with minimum noise and contextually appropriate and

ready for a specific ml task.

It is a long way towards level A data where its value increases but the volume decreases. Various data

labeling processes must be undertaken to create strong labels. Standard techniques include natural

language processing (NLP) for information extraction, expert radiologist manual contouring, deriva-

tion of consensus opinions, or lineage to existing external clinical gold standard results (Harvey and

Glocker (2019)).

2.2.2 Reporting

Traditional narrative spoke reports are associated with excessive variability in the language, length,

and style, which can minimize report clarity and make it difficult for referring clinicians to identify the

critical information needed for patient care. The DICOM Structured Reporting specification has been

in use for over 20 years (Bidgood (1998)), describing the technical requirements of integration data

elements in radiology reports. Different definitions can be found, despite its broad application. First,

it can refer to standardized reporting where a template with required components is used to create a

structured report which improves the quality by ensuring coherent and complete reports. The second

definition refers to how the content is arranged, integrated into the workflow, improving usability and

acceptance (Olthof, Leusveld, de Groot, Callenbach, and van Ooijen (2020)).

A drawback of structured reporting is the inflexibility of reporting where radiologists are limited

to a given structure and might not apply to their situation/case. In further developments, structured

contextual reporting has proved itself beneficial, where different templates can be used and combined.

Olthof et al. (2020) developed a template for structured contextual reporting, tailored to the clinical

scenario, where the radiologists can use modular building blocks to customize a report to particular

situations for context-dependent structured reporting for both content and structure. The template

can be activated through voice command, anywhere in a radiology report. Olthof et al. (2020) base

themselves on a technical paper on Management of Radiology Report Templates (MRRT) ? point

out the application of templates in the exchange of information in clinical practice and support their

notions that it may improve efficiency and quality in radiology reporting processes.



2.3 Trust in Human Computer Interaction

Trust has been, over the years, a topic of interest across many different domains such as philosophy,

psychology, economics, sociology, management, marketing, and others, who have all defined and

studied the concept in their way. Due to the broad field of research on trust, we focus on the defi-

nition provided by Rousseau, Sitkin, Burt, and Camerer (1998). Define it as a “psychological state

comprising the intention to accept vulnerabilities based upon positive expectations of the intentions

or behavior of another” (p.395). Their work was influenced by Mayer, Davis, and Schoorman (1995)]

who defines trust as “willingness of a party to be vulnerable to the actions of another party based on

the expectation that the other will perform a particular action important to the trustor, irrespective of

the ability to monitor or control that other party” (p.712).

Trust is also essential when it comes to the field of human-computer interaction (HCI). Especially

when we look beyond traditional HCI constructs like usability, trust represents a vital factor when

interacting with technologies or, in our case, with artificial intelligence. Due to Morville (n.d.) cred-

ibility is one of eight major essential components in UX design (see figure 2.2). Depending on the

product’s goals and user needs, a design can focus and follow different purposes. In our case, we focus

on credibility since we want to find out how trust can be enhanced in connection with AI-supported

workflows.

Figure 2.2: Honeycomb of UX Design by Morville (n.d.) 1



2.3.1 Cues

The prevailing cognitive model of trust assumes that users search for information on risks and benefits

and weigh them against each other to reach a decision. Specific cues need to be considered for this

assessment. Wang (2009) allocates most trust components in three major dimensions, visual, content,

and social-cue design. The focus of the research community on this topic is highly related to online

and web environments. We assume that parts of these findings can be adapted to the general domain

of human-computer interaction.

Visual Design

Due to the framework of trust-inducing design features by Wang (2009) and Fimberg and Sousa

(2020), visual design defines the graphical design aspect and the structural organization of displayed

information. It aims to shape and improve the user experience by considering the effects of different

design elements on the usability of products and their aesthetic appeal. Some examples of design

features can be: implementation of easy-to-use navigation (simplicity and consistency) or navigation

reinforcements (e.g., guides, tutorials, instructions).

Content Design

Content design refers to the informational characteristics of components that are integrated into inter-

faces. These could be of textual or graphical nature, whereby the visual facet is highly connected to

the domain of visual cue design. One should use these design features to communicate comprehen-

sive, correct, and current product information.

Social-cue Design

Social-cue Design relates to embedding social and interpersonal cues, such as social presence and

face-to-face interaction, into different communication media. Social cues can be visualized by in-

cluding representative photographs or video clips or the use of synchronous communication media

(e.g., instant messaging, chat lines, video telephony).



2.3.2 Human Computer Trust Model

Keeping in mind that trust affects so many facets of user interaction with technology, measuring

it is a valuable endeavor. Therefore Gulati, Sousa, and Lamas (2019) proposed a Human-Computer

Trust Model (HCTM) consisting of a set of twelve attributes (namely motivation, willingness, compe-

tence, benevolence, predictability, honesty, and reciprocity) to ascertain the essence of trust and help

to measure it in user technology. Their latest study results concluded that three attributes, namely

benevolence, competence, and perceived risk, are statistically significant (Gulati et al. (2019) .

Benevolence is understood as the technology being able to provide adequate, effective, and responsive

help to the end-user, which eventually helps the user attain specific goals related to their interaction

(Gulati et al. (2019), Wang (2009)). Individuals who perceive that technology can provide the needed

help will perceive fewer risks and uncertainties associated with its use, which can eventually translate

into higher trust and continual use of the technology (Mcknight, Carter, Thatcher, and Clay (2011)).

Competence of a system that is a direct representation of whether or not it has all the features and the

functionalities to perform its intended tasks (Mcknight et al. (2011)). Essentially, if a user perceives

technology to be competent (i.e., having all desired functionality to achieve a particular outcome),

then there is a high likelihood that they would place trust and act on the advice and recommendations

offered by the technology (Gulati, Sousa, and Lamas (2018)).

Gulati et al. (2018) perceive risk as a subjective assessment on the part of the end-user of the prob-

ability of a specified type of incident happening when using a technical artifact and how concerned

they are with the consequences of their action. As earlier described, the notion of perceived risk

particularly becomes essential when interacting with AI systems with a black-box nature.

The final version of the HCTS (Human Computer Trust Scale), by Gulati et al. (2019), can be viewed

in the appendix.

2.4 Trust in AI Solutions in the Medical Domain

As machine learning enhances its applicability, significance, and potential in the medical-imaging

domain, AI applications still lack acceptance by radiologists due to insufficient integration in the

clinical workflows and other barriers (Strohm et al. (2020); Yu and Kohane (2019)).



Both even identified the significant variance in acceptance and trust as one of four major barriers to

implementing AI applications. The upcoming section focuses on the different attitudes towards AI

Solutions in the medical domain, the barriers, and how others overcame these.

2.4.1 Opinions

Due to a study by “Impact of artificial intelligence on radiology: a EuroAIM survey among mem-

bers of the European Society of Radiology” (2019) where 263 undergraduate medical students were

questioned about their attitudes towards AI, most of the students did not think that algorithms will be

able to make specific diagnoses in imaging examinations. But the students admitted that AI would

automatically detect pathologies in imaging examinations and even indicate appropriate assessments.

Furthermore, they found that knowledge and a basic understanding of the critical principles in deep

learning and AI will be crucial for future generations of radiologists. Several papers pointed out that

knowledge about AI workflows is essential in assessing these solutions, which leads us to the barriers

AI faces when being implemented in clinical practice.

2.4.2 Barriers

Trust in medical technology is closely related to its anticipated utility. Disruptions of the current

clinical workflow will inevitably face inertia, and if the perception emerges that there are untoward

consequences of new technology, then the barrier to any similar technology will become next to in-

surmountable. Due to Yu and Kohane (2019) the most prominent issues of medical AI applications

are: ”The difficulty in identifying and updating a set of axioms to properly describe the environment

for autonomous agents,” ”trust in the performance of the AI program,” ”amplifying biases presented

in the historical data,” and ”clinical workflow disruptions.” commonly agrees these barriers (Strohm

et al. (2020)). ”inconsistent technical performance,” ”unstructured implementation processes,” ”un-

certain added value for clinical practice of AI applications,” and ”large variance in acceptance and

trust of direct and indirect adopters.” This research focuses on two of these problems: the lack of

acceptance and trust and the insufficient implementation of AI solutions in the clinical workflow.



2.5 Visualization of AI and Machine Learning Processes in HCI

Learning how people interact with artificial intelligence-enabled machines and helping them under-

stand the processes behind them will be crucial in the acceptance of AI solutions. As Lee (2018)

discovered, users tend to attribute decisions made by algorithms to their efficiency and objectivity,

which render them fit for mechanical tasks but unfit for “human tasks” that involve subjective judg-

ments and emotional capabilities. Sundar (2020) have proposed a framework to study AI that may

help researchers better investigate how people interact with artificial intelligence or Human-AI In-

teraction (HAII). Due to Sundar (2020) the framework identifies two paths — cues and actions —

that AI developers can focus on to gain trust and improve user experience. Cues are signals that can

trigger a range of mental and emotional responses from people.

2.5.1 Cues and Actions

Due to Sundar (2020) AI mediums can trigger cognitive heuristics by advertising their existence on

the interface of the medium and providing interface indicators of, or about their output and their

modus operandi. These heuristics, in turn, shape users’ psychological responses to the AI medium.

As Kim (2016) discovered in his study of Internet of Things (IoT) devices, providing source cues by

having each device communicate in a unique voice and designating a device as a specialist (rather

than generalist) can positively affect user experience by triggering heuristics about social presence

and expertise respectively. In this way, the cue route is primarily concerned with transparency and

visible aspects of the AI system powering the medium. When the user engages with the AI system

and provides their input, as in exerting control over an algorithm (the second aspect on AX), users

can either choose to be guided by the machine and conform to its directives or control its customizing

settings. Given the interactive nature of these systems, the action route is premised on the availability

of volitional control for users (Sundar (2020)).

2.5.2 Transparent Design

O. and A. (n.d.) proposes the concept of Algorithmic Experience (AX) as an analytic framework for

making user interactions with algorithms more explicit. For an ideal AX, users ought to be aware

of how the algorithm functions and what it tracks to provide personalized services (Sundar (2020)).



Furthermore, they should be able to manage, corroborate and regulate its profiling, with the option

of directing its future behaviors (for avoiding or emphasizing certain kinds of outcomes). The two

critical features of AX—user awareness and user control—are the hallmarks of successful user expe-

rience with personalization services, as evidenced by several recent studies (e.g., Zhang and Sundar

(2019); Chen and Sundar (2018)). It provides explanations about the how, why and what an algorithm

can increase algorithmic transparency (Rader, Cotter, and Cho (2018)) whereas not doing so can lead

to anxiety and trial-and-error reverse-engineering (Jhaver, Karpfen, and Antin (2018)).

2.5.3 Explainable Design

Aside from the identity of the source as AI, its visible attributes, such as system transparency and ex-

plainable AI (XAI), can trigger positive heuristics and thereby lead to better user engagement (Sundar

(2020)). The context for the surge of XAI can be attributed to the fear of not understanding and con-

trolling increasingly complex ML models. Explanations are often embraced as a cure for “black box”

models to gain user trust and adoption. So a common pursuit is to produce interpretable, often sim-

plified, descriptions of model logic to make an opaque ML model seen as transparent.

This effort is necessary but insufficient to deliver a satisfying user experience if we ignore users’ mo-

tivation for explanations. As I-8 put: “Explainability isn’t just telling me how you get there, but also,

can you expand on what you just told me...explanation has its utility” (Sundar (2020)).

Due to a study by Liao, Gruen, and Miller (2020) the essential areas that showed the necessity of

explanations would be: Input: Understanding training data for the AI model for comprehensive trans-

parency of training data, especially the limitations. Output: the desire to understand the value of the

AI system to evaluate the capability appropriately and better utilize the AI. How-global model: Infor-

mants recognized the importance of providing global explanations on how the AI made decisions to

help users appropriately evaluate the system capabilities and build a mental model to better interact

with or improve the system. Why, Why not–local prediction: Understanding a particular decision was

often ranked at the top, and in user questions mentioned in all products (Liao et al. (2020)). Overall

it seems like XAI research still struggles with a lack of understanding of real-world user needs for

AI transparency and by far little consideration of what practitioners need to create explainable AI

products.



2.5.4 Human Computer Collaboration

User actions afforded by AI interfaces can dictate user engagement and experience based on the ex-

tent to which they allow users to interact with the system, assure them of human agency, provide

tangible benefits and offer avenues for mutual augmentation. This route is dictated by the nature of

the collaboration between human users and AI systems, quite unlike the cue route, which is based on

human perception of the manifestation of AI systems. It can also serve to mitigate perceptual con-

cerns arising from the lack of algorithmic transparency. This is not always possible, either because of

concerns being hacked or because the AI is a black box, based on self-learning, underlying patterns

that are so complex that they maintain a mystery, even to the designer.

As such, the action route is likely to involve more effort than the cue route and determine user out-

comes based on user engagement or involvement. If dual-process models in social psychology are

any guide, trust in AI systems built via the action route is likely to be more robust than that via the

cue route, based as it is on deeper involvement with the algorithms and perceived understanding of

their functions, and therefore more resilient to change even under circumstances of failure.



Chapter 3

Discover and Define

3.1 Participatory Research Design

The main goal of this research is to gain insights into the work of radiologists, get to know the barriers

in their clinical workflow, and discuss opportunities and their perception of Artificial Intelligence.

These expert interviews should provide a baseline of knowledge to kick off the design experiment

and the following development phase. The sessions focus on understanding current needs, fears, and

expectations from real users. Additionally, a first assessment of the operating system deepcOS by

deeps was part of the interviews. This participatory design approach should include real users from

the start to provide a user-centered design that should be beneficial to the end-user.

The research aims to seek answers to the following sub-questions and address the following objectives

of the thesis:

1. SQ2: What makes radiologists trust the output of a structured reporting artificial intelligence

solution?

2. OB2: Understand how trust interrelated with artefact acceptance.
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Instruments and Methods

Method Research Question (RQ) /

Sub-question (SQ) / Objec-

tives (OB)

Comments

First Impression, Explo-

ration, Show and Tell

SQ1 How can we design a

structured reporting artificial

intelligence solution to sup-

port the clinical work-flow of

radiologists?

SQ2 What makes radiologists

trust the output of a struc-

tured reporting artificial intel-

ligence solution?

At first the users should get

familiar with the software and

explore it. Afterwards deep-

cOS is explained in depth by

the researchers.

The users should express

themselves using the think-

aloud technique. The re-

searchers observed and col-

lected notes during this phase.

Human Computer Trust

Scale (HCTS)

SQ3 To what extent can trust

be a key to leverage effective

artificial intelligence struc-

tured reporting work-flow?

This should provide a first im-

pression on the trust assess-

ment in the current version of

deepcOS

System Usability Scale

(SUS)

SQ1 How can we design a

structured reporting artificial

intelligence solution to sup-

port the clinical work-flow of

radiologists?

This should provide a first im-

pression on the usability as-

sessment of the current ver-

sion of deepcOS



Retrospective semi-

structured Interview

SQ1 How can we design a

structured reporting artificial

intelligence solution to sup-

port the clinical work-flow of

radiologists?

SQ2 What makes radiologists

trust the output of a struc-

tured reporting artificial intel-

ligence solution?

The possibility to dive deeper

into some observations or

questions will provide valu-

able qualitative insights.

Prototype

We created a clickable, high-fidelity prototype of the current version of deepcOS for the expert in-

terviews. This AI-driven diagnostic tool was originally designed by deepc. It is also available as a

demo implementation. But to prevent distractions by implementation errors or other bugs, we de-

cided to provide a clickable prototype limited to one specific use case. The prototype consisted of

eight screens that were designed and implemented as a clickable version using the design tool figma1.

Use Case Definition The prototype focuses on the workflow of reporting findings to explore how

the future version of deepcOS may communicate AI model output more transparently. To give the

user a clear starting and ending point, we separated the use case into several steps. These steps are

described further in the following paragraph. The complete study plot can be viewed in Appendix A.

1https://www.figma.com/



User Tasks Every time the participants entered a new screen, they should provide insights into their

first impressions and thoughts, following the ”think aloud” technique. The participants went through

the following user scenario and tasks:

Imagine yourself sitting down in front of your working area and you start deepcOS to review the

image set of the patient you have just screened.

Task 1:

1. Login to deepcOS

2. Select a patient from your list that has not been reviewed yet

Task 2:

1. Scroll through the images until an anomaly is shown

2. Now you want to document your findings according to the anomaly, please go to the area where

you can add and edit findings.

Task 3:

1. Set a marker where you want to document your findings

2. You see that it is a medium localized hyperdense (a Intraparenchymal Hemorrhage) in the

thalamus-right region

3. Please document your findings and finish the process

Survey

To measure the status quo and understand the users’ perception of trust and usability of deepcOS,

we used an online survey including the Human-Computer Trust Scale (HCTS) developed by Gulati

et al. (2019) and the System Usability Scale (SUS) (?). The participants filled out the surveys after

experiencing the prototype. We used Google forms to create the surveys. They were sent out to each

expert during the session.



Semi-Structured Interview

To gain deeper insights into the individual workflows and perceptions of the related topics, we con-

ducted a semi-structured interview after the participants completed the online survey. This method

should provide the possibility to dive deeper into the following topics:

1. deepcOS prototype

2. Artificial Intelligence

3. Workflow

4. Modular/Structured Reporting

5. General Question

A full version of the interview can be found in German and English translation in the appendix.

The semi-structured interview was closed by some demographic questions. These included the own

perception of technical experience, age, gender, occupation in years, and highest educational degree.

3.2 Interviews

Since the interviews took place in Germany, the moderator interviewed all experts in the German

language. To allow the readers of this thesis to interpret and understand the data provided, the analysis

and results are presented in the English language. A complete study plot, in German and English

translation, can be found in the appendix. To validate the results, the author is aware that an official

translation may have been necessary to avoid possible threats to the study’s validity. Due to the

simplicity and the small number of data, a professional translator was not considered essential for the

research.

Ethical Considerations Due to the ongoing COVID19 pandemic and to increase safety and flexi-

bility for all connected parties, all interviews were conducted remotely, using Google Meet. To meet

ethical research standards, participants were informed about the study’s purpose and sent an invitation

with an optional consent form to sign beforehand.



The consent form provided a declaration of data security for both sides (this form can be found in

both languages in the appendix, too). Since participation in the Google Meeting required a google

account, the author created an optional google account and sent it out beforehand, in case the ex-

perts preferred to participate anonymously. Before starting with the interviews, the participants were

briefed regarding the purpose of their participation. They were also briefed regarding the methodolog-

ical approach the sessions were following. The software was explained in general to the participants.

They were informed that about the prototype being limited in its functionality to prevent frustration

and confusion.

Participants

For this initial qualitative research, four participants from the medical domain were interviewed. All

participants work in clinical environments of radiology. None of the participants were connected to

this research before. Since this should provide first insights on how we will develop the experiments

further, a small sample size should help discover the topic deeper.

Pilot Interview We planned the interview sessions for around about 45min-60min. We conducted

a pilot test beforehand to test all technical conditions and go through the complete testing process.

This way, we could eliminate the last mistakes in the clickable prototype or spelling errors in the

surveys. The pilot participant took part in the meeting with the anonymous Google Account created

for the participants. The technical process went flawless regarding participation in the interview and

recording the session by the interviewer.

3.3 Data Analysis

3.3.1 Observation

While conducting the given tasks and browsing through the software, the participants were observed

via screen sharing (3.1. After entering a new screen, the users had to describe what they see using the

”think aloud” technique by Michael Häder (Einführung and ö Springer (n.d.)).



Figure 3.1: Expert Interview with Felix

It helped to understand their (unconscious) behavior patterns, first impression, handling of, and pro-

cedures for dealing with, the new software environment. All sessions were recorded and observation

notes were collected.

Work-list The work-list was interpreted almost entirely correct by all experts. When the user started

an examination, patients’ names, date of birth, the purpose of review, MRI / CT, this information was

visible. One or two experts had problems understanding what was meant by ”Process,” ”Rating,”

”Classification,” and ”Anomaly Score.” For example, the ”Rating” was confused with the priority

with which the user must examine a patient.

Image Viewer All experts correctly described what was displayed by the software: Axial CT of the

head in the soft tissue window. Not all users could interpret the vertical bar on the left edge of the

screen. Among other things, the users mentioned that there is no axis labeling here. The display of

the slices of the CT was mistaken for a view of pixel values. Also, they took the length of the bars for

the anomaly score. Two out of four experts would hide the mask in which the information from the AI

is displayed again to see whether they could notice an anomaly on their own. The experts recognized

many functionalities intuitively, such as scrolling up and down, changing the opacity and switching

between layers.

Findings All experts correctly recognized the report area on the right side of the screen. However,

the function to expand the findings with their documentation was requested, especially in this area.



None of the experts found the button to reach the area to document findings intuitively. It was more

likely to see it as a function to jump back and forth between the different markings of the AI.

One of the users mentioned that the upper bar was only seen in connection with the image material,

i.e., manipulating the image view and not documenting findings. An expert would have suspected the

documentation of results under ”Templates.” In this view, the experts also wanted other tools, e.g., the

painting of arrows, for measuring the distances. One of the experts mentioned that in the status quo,

all markings are later deleted again. If they exist for more than four to five days in the DICOM format,

they are burned into the image. Also, drawing an arrow into the picture, the expert would do it outside

the image content. This lead to the realization that the markings must generally be implemented as

an overlaying mask so the original scan is not being damaged (see figure 3.1).

3.3.2 Survey

System Usability Scale (SUS) The average score of the SUS questionnaire between all four partic-

ipants (we excluded the results of the pilot-test from these results) is 69,4. It is considered above-the-

average within the industry. The average score is 68. Only one participant evaluated the prototype

on the grade of 60. In the following diagram (see figure 3.2) the results from all four participants are

visualized:

Figure 3.2: SUS Score of the experts interview

Human Computer Trust Scale (HTCS) We chose the Human-Computer Trust Scale (Appendix:

User Study Plot: Expert Interviews) to measure the baseline of trust in deepcOS. After interacting with

the prototype, we asked the participants to reflect their assessment of trust in the provided software.

Two experts rated the software with 84% and 83%. It can be considered above average and acceptable

without any need for adaptions or redesigns. One expert rated the software with 74%, which is

regarded as slightly below average but still satisfactory, only suggesting marginal changes.



Figure 3.3: HCTS Score of the experts interview

One expert rated the software with 55%, which can be seen below average and needs significant

adjustments (see figure 3.3. Therefore the average for deepcOS is 74%, which points out that view

adjustments need to be done to enhance trust in the current version of deepcOS.

3.3.3 Interviews

We chose to create a codebook to compare the gathered qualitative data collected by the semi-

structured interviews. Having the theories in mind that this thesis focuses on, priory coding relied

on categories based on previous research. By evolving the codebook, we enhanced the previously

selected categories with new ones based on interesting concepts or ideas that came up during the in-

terview. Thus the general approach of the codebook can be seen as a mixture of priory and emergent

coding. In the first stage of creating the codebook, we collected the experts’ answers in a table, sorted

by experts (e.g., E1), question, and question category (e.g., Artificial Intelligence). In the second

stage, we added the previously defined coding categories with colors. The third stage included coding

the text. Therefore we colored the text passages according to categories (see figure 3.4). Additionally,

we added connected colored codes on the side of the text passage. The codebook can be found in the

appendix. Due to the limited scale of this research, the reliability of this codebook was not verified

by additional coders.



Figure 3.4: Example code book

deepcOS In the category ”deepcOS” that focuses on the prototype itself, the following codes were

mainly used. Design and Usability, Features, Requirements, and Trust. Regarding Design and

Usability the prototype was evaluated in general very positive: ”The design is beautifully clean,

clear,” ” Extremely well resolved,” ”The design experience is simple and not unnecessarily complex”.

There were also some remarks to improve the usability, e.g., ”I would have clicked in the report

window. First, it would have been good if both ways work” or ”Emphasizing more with pictograms,

e.g., drawing tools. In the case of findings, a pen next to it so you fill in the structured report.” The

experts mentioned some Features they would like to see in the future, like ”Axial slice guidance

for the findings in 3D” or ”Expanding the drawing tools, creating distances, circles”. In case of

Requirements the experts stated that it would be important that ”it is seamlessly integrated into the

workflow”, or ”The software points out to me what I might have forgotten”. One of the experts stated

that it would be essential for her to remove all remarks very quickly to look over them again. She also

stated concerning Trust that she ”got to play around with it, to get a feeling how trustworthy it is.”

Artificial Intelligence In the category ”Artificial Intelligence” the codes positive, negative, trans-

parency, trust, acceptance and support were mostly prominent. Two of the four experts had strong

positive feelings towards the integration of AI in their workflow. ”This is a helpful development for



me.” ”It gives radiologists more time to care for patients and research,” ”I feel comfortable with it

and look forward to using these tools further”. One of the experts expressed some negative feelings

using AI services ”How much do you allow yourself to be influenced by it? How exactly do I look at

the other slices where the AI has not found any findings”. When the experts were asked what it would

take for them to trust the outcome of the AI prediction, they all mentioned transparency: ”software

transparency, marks where it got the findings. Classification tasks, why does the AI decide that this

is a negative prognosis, e.g., using regression models”, ”Solving the black box problem would help,

but in the future, it could be too complicated for humans to understand”, ”Where does the data come

from?”. Other important factors for them to enhance trust would be to have gone through ”100 ex-

aminations myself which have same or similar results” or to provide a set of studies that verified the

AI. Additionally, an ”index how sure the AI is” would be helpful, ”it depends on the performance - if

it is 95 % certain, then I don’t need to do anything.”. One of the experts stated that ”If the radiologists

had their freedom for as long as possible, that would improve acceptance”.

Workflow In the category ”Workflow” the codes picture, features, time were the most prominent.

The experts described two different workflows that are interesting for the development of this thesis

and can be seen as the main basis for the upcoming personas. Two experts described the workflows

from assisting radiologists that go through the pictures, writing reports, and walking through these

reports with their supervising doctor later on. One participant described the other workflow by one

of the supervising radiologists going through the reports and findings of the others. He said that for

him ”each assisting radiologists can be seen as a tiny AI that needs to be checked or trusted.” Two of

the experts mentioned that the most time consuming task is to look at the pictures: ”Most of the time

I’m looking at pictures,” ”Take a close look at the investigation and research”. For one expert, the

”writing a report” is the most time-consuming. There were some features the experts would like to

see in the future to ease up their workflow: ”comparison between two studies, having a tumor patient,

to see if the tumor has enlarged or spread. There should be a focus on what has changed since the

last investigation.” or ”The pictures perfectly hung up in the PACS system, depending on the question

of course.”.

Modular Reporting In the category of modular reporting there were two main codes supported:

positive aspects, negative aspects. In general, one can say that there is neither a shift to a positive

attitude according to modular reporting than to a negative one.



All experts had points pro and against it. As positive aspects, they mentioned that ”one can interpret

findings more completely and more clearly,” ”standardization is important,” ”time-saving in the fu-

ture,” ”helps training the AI,” ”can be an advantage if you are not yet that experienced”. As possible

downsides, the experts stated that ”you always have to click your way through everything,” ”it is

impossible to depict all cases,” ”it could take a long time to go through the list, having to look away

from the picture,” ”Dictating would be faster and I can still see the picture,” ”if you rely too much on

it you can forget something”.

3.3.4 Summary and Resulting Personas

We observed that the design and the usability of deepcOS are already on a reasonable level. The

triangulation of investigation can follow this, having the positive results of the SUS questionnaire

(68,4 score) and the outcome of the semi-structured interview. The current score of trust 74% leads

to the conclusion that the software needs minor improvements to increase the level of trust.

The expert interviews now provided valuable input for the development of the prototype, and this

way, we found an answer to SQ2 – What makes radiologists trust the output of a structured reporting

artificial intelligence solution? as well as OB II – Understand how trust interrelated with artifact

acceptance

The codebook helped collect and compare the data, identifying risks, opportunities, features, needs,

and expectations. The following personas should provide the resulting defined goals from the user

perspective (see figure 3.5 and 3.6).



Figure 3.5: Persona: Senior Diagnostic Radiologist

Figure 3.6: Persona: Junior Diagnostic Radiologist



Chapter 4

Design Development

Due to the preliminary expert interviews and following analysis, some system adjustments are neces-

sary to design for transparency and improve the workflow (e.g., where and how to document findings

using drawing tools). One more significant challenge might be the distribution of the interface on

multiple screens. Due to the limitation of this thesis, this feature needs to be prioritized less. The

final study needs to be limited to one screen interaction due to the ongoing COVID19 pandemic. The

author recommends working on this feature in future related work. There are three possibilities to

improve the level of trust using the system based on the outcome of the expert interviews:

1. Design for transparency to solve the black box problem of AIs

(focusing on visual and content cues)

2. Provide studies about the system (focusing on social cues)

3. Provide a four eye support solution (focusing on social cues)

There should be a feature considered regarding the workflow integration that lets radiologists compare

the studies quickly and efficiently to save research time. One significant barrier that needs to be taken

into account in future work is combining patient information from different sources. There are still

many different systems in the field (e.g., KISS and PACS) that do not communicate with each other.

This information needs to be brought together. The medical community is already aware of this

problem, according to the previously conducted literature review. Solving this problem of different,

sometimes also unstable, systems and information sources would also help speed up and ease up the
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individual workflows. For modular reporting, a solution needs to easily browse through the labels/

suggestions without losing focus on the diagnostic image itself. A possible solution here could be an

auto-complete text input combined with creating new labels for the database.

For this prototype’s development phase, the goal ”Design for transparency to solve the black box

problem of AIs” was chosen.

Use Case Definition To create the basis for an honest comparison in the summative study, we

chose the same use cases of the current clickable version of deepcOS. The users should log in to the

system, select a patient who has not been reviewed yet and document his*her findings where the AI

has detected anomalies. This use case visualized the main workflow and was redesigned in a second

clickable prototype.

4.1 Design Adaptions

We did not change the general design language itself in this version. During the experts’ interviews,

it was clear that it was seen as professional and stylish and therefore implemented sufficiently. The

adaptions of the prototype, focus on three main changes and were designed based on an adapted

version of the design for trust checklist by Wang (2009):

1. The workflow was redesigned with the goal to increase the usability.

2. A trust design check-list based on Wang (2009) was used as a guidance during the design

process. The check-list includes visual, content and social cues that improves the assessment

of trust in the software.

3. To design for transparency cues regarding the artificial intelligence were implemented into the

software. These cues should help the users to understand the AI processes and break up the

black box.

We created all design adaptions and clickable prototypes for Version A and Version B with Figma.

Since Figma offers easy HTML prototype integration in the ”loop11” testing software, it seemed

sufficient to use it as a design tool.



Figure 4.1: Version A of Image Viewer

4.1.1 Usability and Workflow Adaptions

Work list We rearranged the layout of the worklist regarding the importance of the provided data.

Due to the experts, the essential information is the name of the patient. Thus, we reordered the

patients’ names to the first slots. The AI rating, along with the anomalies score, was reordered to the

back of the list. Due to the small focus of the study, the density of expert information provided in

the prototype was never reduced or changed. Only in the case of AI representation was information

added to provide transparent workflows. Therefore the author recommends investigating, in a follow-

up study, the necessary details that need to be displayed in the worklist (e.g., patient ID or date of

birth). Additionally, we changed the representation of the AI rating to a visualization consisting of

three compounds: AI icon with the result (healthy, abnormal, unavailable), overall rating, and doctor

icon (healthy, irregular, unavailable)(see figure 4.3 and 4.4).

Layout The layout was broken up into specific sections (Header, Slices, Image Viewer, and Report)

to support a responsive adaption in the future (figure 4.1 and 4.2). As mentioned before, the experts

would like to have the possibility of a modular interface that can be distributed on multiple screens.

Also, for additional guidance, the modular sections were clustered in specific areas and labeled to

improve the overall orientation.



Figure 4.2: Version B of Image Viewer

Figure 4.3: New design of the work list

Figure 4.4: Comparison and explanation of AI score for original (left) and new design (right)



Figure 4.5: Version A of the global Toolbar

Figure 4.6: Version B of the global Toolbar

The user should be guided in reading directly from the slices to the selected image and the reporting

section. The patient information incorporated in the image view before, now moved into the report

section to collect all related information in one space (read about more adaptions in the ”Report

Findings” paragraph).

Toolbar Based on feedback in the expert interviews, we made some adaption to the upper toolbar

in the image viewer (see figure 4.5 and 4.6). The upper bar was only seen in connection with the

image material, i.e., manipulating the image view and not documenting findings. Also, the need for

drawing tools was an essential feature for the experts. Therefore the toolbar was separated from the

header and included in the image area. It should clarify to the user that these tools are related to the

image only. Additionally, the tools were clustered in different categories to improve the overview

of the options and their connections. We incorporated the AI validation status into the header in the

new version, using a red color scheme (see section AI representation). We also excluded the button

”Findings” from the toolbar and integrated it into the slices bar on the left side and the report section

on the right side to support the affiliation.

Report We adapted the report section in multiple ways (see figure 4.7). As mentioned before, we

combined the latest patient screening data at the top, together with the ”Procedure.” The following

section, ”History,” helps the user find all information regarding prior exams or ”Clinical Information”

Data. The user could open available documentation or even compare it if they used the same image

modality. A small number at the top should communicate to the user how many prior examinations

are available. The sections can be opened and closed to focus on essential data that are relevant to

the user at the moment. We moved the writing tools to the ”Findings” section below to provide the

necessary connection. The ”Share” and ”Sign and Approve” buttons were transferred underneath the

”Findings” section to give a chronological order where the user goes through the process from top to

bottom until he*she signs or shares the findings in the end.



(a) Version A (b) Version B

Figure 4.7: Report Section Version A and B

Additionally, a ”Print” button should provide fast access if the users need to print the report.

Reporting Findings Workflow The changes of the reporting workflow we made are significantly

different from the original version (see figures 4.8 and 4.9). First of all, the reporting was condensed

entirely in the ”Report” section at the right. To provide the user a consistent workflow in reading

direction, the user would first select a slice he*she wants to look at, then examines the image and

continue reading to write the report finally. This new workflow should help the user to concentrate

on one specific task without jumping too much back and forth between the screen elements. ”Group-

” and ”Global Findings” were integrated into the toolbar to maintain consistency. Furthermore, there

is no need to click the ”Findings” button anymore. As mentioned before, we incorporated the docu-

mentation of the findings in the reporting. The user clicks into the findings text area to start writing a

report. One big difference to the user is that they do not click together the parameters from a specific

selection. The user starts to write a report, and in that time, the artificial intelligence provides sugges-

tions for auto-completion.



Figure 4.8: Version A of the documentation workflow

Figure 4.9: Version B of the documentation workflow



We chose this workflow because this is the current way radiologists document their findings. It com-

bines a known strategy with artificial intelligence advancements in a familiar way they learn, e.g.,

from mobile text editors. Instead of selecting the ”Impression” of the finding from a specified list,

the user now gets a prediction from the artificial intelligence that can be accepted or declined, with

further possibilities to write an own impression (more about the integration of AI can be read in the

section ”4.1.3 Design for Transparency”).

4.1.2 Design for Trust

As mentioned before, due to the focus on workflow integration and design for transparency to solve

the black box problem of AIs, most adoptions are related to visual and content cues. Since sharing and

external sources are not yet part of the standard workflow, it was excluded for this design iteration.

Nevertheless, the author sees the relevance and the importance of these opportunities and recommends

including the social cues further in the subsequent design iteration.



Visual Cues

In the following table the visual cues are listed with an explanation if they were sufficiently existent

or adapted.

Cue Existent

Yes / No

Comments

Professional design
Yes -

Color scheme to suit the prod-

uct/service

Yes The color scheme was improved in the

second version regarding AI color repre-

sentation and call to action color scheme.

(see figure 4.9)

Nice and legible fonts Yes The software uses the Roboto font which

was developed for display representation.

Thus the font was not adapted.

High-quality (and authentic) images

and visuals

Yes The visualisation of the imaging was

adapted in the second version regarding

anomaly detection in the brain scan using

a realistic highlighting. (see figure 4.9)

Good on-site search Yes The image search was adapted in the sec-

ond version regarding search for anoma-

lies in the set of slices. (see figure 4.12)



Easy-to-use navigation Yes The navigation was adapted in the second

version regarding tools and integrated re-

porting. (see figure 4.6) and 4.7

Clear anchor text and microcopy Yes The connection to the AI was improved

in the second version using clear labeling

and auto completion in the report section

and creating a new layout for patient data.

(see figure 4.7)

Content Cues

In the following table the content cues are listed with an explanation if they were sufficiently existent

or adapted.

Cue Existent

Yes / No

Comments

No technical problems (broken links,

missing pictures or pages, etc.)

Yes The prototype matches the requirements

of a flawless walk-through. We could not

exclude technical problems entirely due

to the remote testing application.

Brand-promoting information (logo,

slogan)

Yes A new logo was designed to hide the

name of deepc due to content con-fidelity

agreements. (see figure 4.11



Company information No Since we set the focus of the prototype on

workflow improvements, we did not in-

clude the connecting information of the

developing company in the current proto-

type. It could be included e.g., after click-

ing on the logo.

Contact information No Since we set the focus of the prototype on

workflow improvements, we did not in-

clude the connecting contact information

of the developing company in the current

prototype. It could be included e.g., after

clicking on the logo.

Useful (expert-level) content Yes The connection and integration of the AI

combined with the workflow integration

was adapted in the second version. (see

figure 4.7)

Good grammar and minimized jargon Yes The prototype uses a clear and self ex-

planatory language in case of icon lan-

guage, labels, texts, headlines and AI

communication (see figure 4.6)

External links (sources) No The connection to external sources was

no focus in this iteration of the prototype.

But in future developments, studies and

information from external sources should

be integrated.



Helpful FAQs No Due to the focus on the main workflow,

we did not integrate FAQs or help in this

iteration of the prototype. It needs to be

included, e.g., in the settings in future de-

velopments.

We have excluded the following categories due to missing relevance to the application: ”Up-to-date

blog”, ”Changelog”, ”Developer case studies”, ”Clear Terms of Service (Developer oriented that

differ from company’s own ToS)” and ”Provide clean and working code examples.”.

Social Cues

In the following table the content cues are listed with an explanation if they were sufficiently existent

or adapted.

Cue Existent

Yes / No

Comments

Easy access to customer service (e.g.,

contact form)

No Since the prototype focuses on workflow

improvements, the connecting informa-

tion of the developing company was not

included in the current prototype. It could

be included, e.g., after clicking on the

logo.

Developer Testimonials from successful

businesses that built an integration

No The connection to external sources was

no focus in this iteration of the proto-

type. But in future developments should

include studies and information from ex-

ternal sources.



Reviews from influencers and notable

developers

No The connection to external sources was

no focus in this iteration of the proto-

type. But in future developments should

include studies and information from ex-

ternal sources.

Social presence (Developer community,

social media)

Yes The users have the possibilities to share

their findings with the community. (see

figure 4.11



Figure 4.10: Version A of the documentation workflow

4.1.3 Design for Transparency

To design for transparency, we implemented cues concerning artificial intelligence into the software.

These cues should help the users to understand the AI processes and break up the black box.

AI Representation

To increase transparency, in connection with artificial intelligence, it was seen necessary to increase

the representation of AI in the software in the first place. An additional highlight color, blue, was

included to communicate data connected to the algorithm to create a clear connection. In the original

version, the AI was only represented slightly. In the worklist (see figure 4.3) it provided a rating and

an anomaly score. In the image viewer showing, the AI was visible with the rating only. Due to the

importance of AI, we decided to:

1. Redesign the header integrating several information about status and validity of the algorithm

(see figure 4.2).

2. the ”Slices” bar on the left side was adapted to increase the connection to the AI

3. The workflow was adapted to provide a dialogue between human and machine

Status of Validity In the new design, the information ”AI prediction” introduces the following

parameter to connect to the AI algorithm. The data is connected to the currently selected set of images.

Next to the certainty, the number of anomalies found by the algorithm is shown. This information

correlates with the number of cues provided in the left bar where the user can scroll through the slices.

Since the AI made some predictions about anomalies, a score shows the user how certain it is about

its findings. The certainty increases /decreases with the number of validations or rejections the users

provide at the end of each documentation. Due to the expert interviews, the users need to know the

status of the algorithm’s validity. The level of training and, therefore, the level of certainty can help

here to provide information about the quality of the output data.



Figure 4.11: Impression, done by the AI

The estimation about output quality can be additionally supported by providing information about the

source under ”View Details.” The first idea was to include a tree diagram here, why the algorithm

came to a specific decision. We discussed this with the experts in the interviews, and we concluded

that it might get too fast too complicated to visualize these decisions. Therefore, providing the data

sources in this section and statistics seems more beneficial and needs to be implemented in future

design iterations.

Success and Failure Rate As mentioned before, there is also a representation of the success and

failure rate of the AI’s suggestions. This rate depends on the acceptance/ rejection of the AI’s im-

pression, done by the user, at the end of the documentation. The AI takes this user input into account

under ”Verified” or ”Rejected” and adapts its certainty score.

Anomaly Detection

Detected anomalies are visualized in the left bar related to their severance. The expert interviews

showed that the users do not intuitively understand the visualization of the bars, the colors, and the

length of the bars in the original version (see figure 4.12).



Thus in the new design, we used rings to visualize the anomalies; all other (regular) slices are not

highlighted in the bar. Depending on this data, the rings are bigger or smaller; this way, the users can

see on the first glimpse where to find the critical areas. A visualization utilizing rings seemed more

intuitive due to specific areas the user or AI documents in the end.

(a) Version A (b) Version B

Figure 4.12: Slices-Bar Showing Anomalies Version A and B

New AI Integrated Workflow

To create a fast and intuitive dialogue between user and algorithm, we chose an auto-completion fea-

ture. The user starts to write a report, and in that time, the artificial intelligence provides suggestions

for auto-completion. The suggestions are also rated with a score by the AI based on experience. The

user can immediately accept the first suggestion of the AI (this is also the suggestion the AI is most

particular about) or select a finding or parameter from a shortlist of recommendations (also combined

with a score of certainty). We chose this workflow because this is the current way radiologists docu-

ment their findings, and it combines a known strategy with the advancements of artificial intelligence

in a familiar way they learn, e.g., from mobile text editors.



Figure 4.13: Impression, done by the AI

Additionally, the AI gets trained based on the users’ input, and this way, the suggestions get already

verified or rejected (Fig. 4.10). The highlighting of specific words (or labels) should show the user

which keywords are known or essential to the algorithm. After finishing the documentation process,

the AI calculates an impression about the finding. This impression can, as mentioned above, be

accepted or rejected. When rejected, the impression can be edited and saved. Otherwise, the AI

saves the impression, marks the anomaly as verified, and provides information about what it learned

through this documentation process.

Visualization of Learning Process

To make transparent to the user what impact the documentation had on the algorithm, it shows what

it learned on the way. A list of labels and keywords that the user can still edit at the last moment is

shown. This way, the user knows what the AI learned, e.g., ”a hyperdense” in the category ”finding.”

These leanings are based on the highlighted keywords/labels in the report text previously written.

This visualization should also help the user get feedback from the algorithm and clarify how it works

and learns.

4.2 Human in the Loop

The mentioned design adjustments focus on usability, trust, and transparency. Having included the

previously mentioned adaptions, cues, and the dialogue between humans and machines, we predict

an increase in trust and acceptance towards the usage of the system.



In the new design, it is made more evident to the user the presence of an AI algorithm. We designed

the source of the data and its processing more clearly, and at the same time, the new design provides

feedback about the quality of the data. We included cues for AI representation in the redesign and

implemented an ”action route” based on collaboration as suggested by Sundar (2020). The dialogue

and the possibility of controlling and manipulating the data should help break up the black box.

Additionally, the users should feel more confident being supported by the software. The framework

of cues and actions should be a guide to AI trust.

4.3 Formative Evaluation

Before conducting the summative study, a formative evaluation via GoogleMeet with the developing

team of deepc helped gather final feedback. One front-end developer, one UX/UI designer, and one of

the co-founders of deepc participated in the evaluation meeting. The development of the new proto-

type was perceived as beneficial and satisfactory to all participants. We visualized the auto-completion

feature and the new visualization of anomalies successfully. Although the new features and adaptions

would need much time to be developed in the actual product, the participants saw the benefits and

improvements that would go along with them. Also, we documented some additional input for future

enhancements and partly integrated them already into the prototype after the session, e.g., the feature

of showing the rate of true and false predictions done by the machine. After eliminating some minor

mistakes, we finalized the prototype for the following summative testing.



Chapter 5

Summative Study

Study Design The study aims to seek answers to the sub questions and address objectives of the

thesis:

1. SQ2: What makes radiologists trust the output of a structured reporting artificial intelligence

solution?

2. SQ3 To what extent can trust be a key to leverage effective artificial intelligence structured

reporting work-flow?

3. Objective II: Understand how trust interrelated with artefact acceptance. (trust vs transparency

- workflow, visual cues, social cues, content cues)

4. Objective III: Provide additional insights on how to design to foster trust and acceptance in

Artificial Intelligence.

To answer the research questions and achieve the mentioned objectives, we chose a cross-sectional,

between-subject design. The target sample was 12 participants in total. We assigned six participants

to group A and the other six to Group B. The study’s goal was to measure an in/decrease of usability

and trust between A and B. Therefore, we used the independent variable of two prototypes. As

dependent variables, we measured: task completion time and task success rate. Additionally, we

collected descriptive statistics and scores of the System Usability Scale and the Human-Computer

Trust Scale.
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5.1 Instruments and Methods

Method Research Question (RQ) /

Sub-question (SQ) / Objec-

tives (OB)

Comments

Tasks Prototype A or B

Group A functions as control

group, independent vari-

able: Design variation

- Group A with experiment A

followed with measured ob-

servation Group B with ex-

periment B followed with

measured observation

Human Computer Trust

Scale (HCTS) dependent

variable: perception of trust

SQ2 What makes radiologists

trust the output of a struc-

tured reporting artificial intel-

ligence solution?

SQ3 To what extent can trust

be a key to leverage effective

artificial intelligence struc-

tured reporting work-flow?

System Usability Scale

(SUS) dependent variable:

perception of usability + time

of completion

SQ1 How can we design a

structured reporting artificial

intelligence solution to sup-

port the clinical work-flow of

radiologists?



Retrospective structured

Interview

SQ1 How can we design a

structured reporting artificial

intelligence solution to sup-

port the clinical work-flow of

radiologists?

SQ2 What makes radiologists

trust the output of a struc-

tured reporting artificial intel-

ligence solution?

The possibility to qualita-

tively dive deeper.

Prototype

1. Prototype A (current version of deepcOS)

2. Prototype B (redesigned version of deepcOS with, adaptions regarding usability, inclusion of

trust cues and more transparency)

Survey

Similar to the surveys in the expert’s interviews, an online survey including the Human Computer

Trust Scale (HCTS) developed by Gulati et al. (2019) and the System Usability Scale (SUS) (?) was

presented to the users after experiencing the prototype. To gather this data we used, Loop11 as a tool.

Structured Interview

We included two additional questions after the SUS and HCTS survey. To determine which of the

new features related to AI were accepted the most, one question was added to ask the users to rate

their most exciting feature. There the participants should select their preferences. Since there was

no relevant AI representation in Version A, we asked this question only in study B. Additionally, the

asked all participants for further recommendations and comments.



Demographics

To collect some demographics, the following parameters we chose: age, gender, occupation / in years,

institution, assessment in the technical experience. Interesting for the study would be if differences

can be observed regarding the institution. Most of the expertise relied on experts from the university

clinic environment. Therefore it would be interesting if there are differences between private intuitions

or state-driven hospitals.

5.2 Participants

To recruit participants for the study, we contacted several radiologists and institutions via e-mail or

LinkedIn. Therefore a ”Call for Study” paper was written in German and English to be sent out to

possible participants. The document can be viewed in the appendix section. It includes essential

background information about the cause of the study and details about the study itself. Due to the

ongoing Covid19 pandemic and the small population, it seemed challenging to recruit radiologists

and even medical staff. Therefore the sample population was reduced to 12 participants and extended

to experts who develop diagnostic tools driven by AI.

One medical student, one physiotherapist, one occupational therapist participated in the study, and

nine participants worked in the health industry. The participants working in the health industry can

be divided into product owner (1), communication specialist (3), UX designer (1), medical device

vendor (1), and AI developers (3).

5.3 Study

5.3.1 Risks to Validity

During the development of the study, several issues occurred that might risk the validity of the study.

The loop11 software provides high functionality regarding analyzing and reporting. However, in

guiding the users through the survey, there are multiple issues, e.g., the users need to open up the task

description manually to click on a ”task completed” button instead of being guided automatically to



the next task. This was solved by including an additional task to start with. This task should teach the

participants how to walk through the study. In general, unmoderated remote testing could be a risk

since the participants have no moderator to guide them if there are technical problems or if they get

lost in the prototype. All these factors need to be taken into account. Nevertheless, all participants’

screens were recorded during the session for documentation to be used as a backup.

5.3.2 Pilot Test

The pilot test was conducted with five participants. These participants tested the study process based

on technical feasibility, understanding, flawless walk-through, and spelling. We included the feedback

provided by the pilot testers in the study. Besides spelling and minor mistakes, one improvement to

the study was defining the task description. Since the users walk through unmoderated remote testing

and due to the limitations of the testing software, it is mandatory to have clear explanations.

5.4 Findings

5.4.1 Task Success and Time on Task

A clear starting and ending point was defined and communicated to the user to measure task suc-

cess and time. Since the participants were facing an unmoderated session, we needed to express the

instructions of starting and ending points, e.g., ”The task can be seen as completed when you see

a brain scan with blue highlighted areas.”(see figure 5.1). The testing application used to guide the

users through the testing provides automated tracking of the task success and time on task parameters.

During the study design, we needed to set a start and end screen in the loop11 software. Then the

parameters were collected after entering this start screen until the task was marked as completed by

the user.

Overall

The overall task success rate for the tasks of prototype A was 33 % success and 20 % fail (see figure

5.2). For prototype B, we observed an increase in the success rate to 53% and an increase of failed



Figure 5.1: Introductions to the ”Measurements” of prototype B

Figure 5.2: Results testing version prototype A



Figure 5.3: Results testing version prototype B

tasks to 26 % (see figure 5.2). We measured the average duration on a task of prototype A at 01:23

minutes which was slightly higher than the average time spent on tasks of prototype B, which was

01:19 min. We can see a clear improvement in abandoned tasks; the participants abandoned 20 % of

the tasks during the study using prototype A. None of the tasks were abandoned using prototype B.

All twelve participants finished the introductory task with success.

Task ”Start”

In their first tasks, the participants should log into the system using provided credentials. Furthermore,

they should select a patient from a list that has not been reviewed yet. 83 % of the participants were

successful, and 17% failed in finishing this task using prototype A. Prototype B did not provide an

improvement here; a decrease of success and an increase of failure, each by 16%, was documented.

Also, the average duration spent on this task increased by 00:35 min from 01:12 for prototype A and

01:47 min for prototype B.

Task ”Navigate”

During the second task, the participants were asked to select an image where the AI has detected

an anomaly. 17 % of the participants were successful, and 67% failed in finishing this task using



prototype A. 17 % abandoned this task during the process. In this task, we see a clear improvement

in the success rate, using prototype B, by 50% to 67%. 33% failed the task, and none of the users

of prototype B abandoned the task. Nevertheless, the time spent on the task increased slightly in

prototype B.

The average duration spent on prototype A was 01:18 min, while the time increased in prototype B

by 00:04 min to 01:22 min.

Task ”Findings”

In the following task, the user was asked to draw an arrow in their region of interest, write their doc-

umentation until they had all information in their report section and finally finish the documentation

process. In prototype A, this task was successfully finished by 33% of the participants, while 0%

failed in completing this task. 67% abandoned the task during the process. These tasks also showed

improvements for prototype B; the task was successfully finished by 50%, which is an increase of

17%. 50% still failed to complete the task, but none of the users abandoned the process. The aver-

age duration spent on this task improved significantly in prototype B, measured with 01:33 min, an

improvement of 00:40 min to prototype A, measuring 02:13 min for this task.

Task ”Impression + Finish”

We included an additional task in the prototype to increase transparency in the workflow, which was

only available in prototype B. In their last tasks, the participants should accept or reject the AIs

impression and sign/approve the report for this finding. This task was successfully finished by 83 %

of the participants, while 17% failed in completing this task. The average duration spent on this task

was 01:06 min.

5.4.2 Survey

System Usability Scale

The average score of the SUS method between all the six participants of prototype A is 47. This result

is considered below-the-average within the industry. The average score is 68. The lowest rating by



(a) SUS ratings prototype A (b) SUS ratings prototype B

(a) HCTS evaluation prototype A (b) HCTS evaluation prototype B

one of the participants was 25 and the highest 67,5, which still is below average. The average score

for prototype B has been rated to 79. We see this result as a clear improvement in the perception of

usability. The lowest rating given by the participants was 62.5 and the highest 100. The following

diagram visualizes the results from all the 12 participants for prototype A and prototype B.

Human Computer Trust Scale

Evaluating the Human Computer Trust Scale for the two prototypes resulted in a slightly higher

trust score, by 4%, in prototype B. Prototype A received an average rating of 64% and prototype B

received 68%, which is below average (which would be 75%). The detailed data (view following

tables) visualize that in prototype B the assessment in reciprocity decreased about 1% (from 76%

for prototype A and 75% for prototype B). Benevolence increased about 12% to 92% for prototype

B (from 80% for prototype A), which we see as a significant improvement. We could observe the

most considerable progress in the assessment of competence. Due to the ratings, the evaluation of

competence increased about 20% for prototype B to 90% (from 70% for prototype A).



The participants lowered their general assessment of trust of prototype B from 79% (prototype A) to

65% of about 14%.

HCTS - Prototype A Average Standard Devia-

tion

Trust Score

Reciprocity 3.2 0.7231847957 76%

Benevolence 3.3 0.8740760794 80%

Competence 3.0 1.019759303 73%

General Trust Measurement 3.3 0.8720617474 79%

HCTS - Prototype B Average Standard Devia-

tion

Trust Score

Reciprocity 3.1 1.25347229 75%

Benevolence 3.8 0.7316338187 92%

Competence 3.9 0.8174358796 93%

General Trust Measurement 2.7 0.8491945995 62%

5.4.3 Qualitative Questions

The participants evaluating prototype B were asked some additional questions regarding AI inte-

gration. The results should help identify the most promising features and cues communicating AI

processes to the users.

When asked: ”What was the most promising feature regarding AI in your eyes?” four of the six

participants selected ”The AI provides text completion” and ”The AI shows me anomalies.” Three

participants selected ”The AI provides an impression” and ”The AI provides information about its

certainty.” One user liked the feature ”In the End, the AI showed what it learned” as a promising

feature (see figure 5.6).



Figure 5.6: Results of ”What was the most promising feature regarding AI in your eyes?”

Figure 5.7: Results of ”Which of the following cues related to Artificial Intelligence are most impor-
tant to you?”

Regarding ”Which of the following cues related to Artificial Intelligence are most important to you?”

Four of the six participants selected ”Status of validity” as the most promising cue. Three users set

”Success and failure rate,” ”Possibility to control the data input or output,” as well as ”Understand-

able machine output.” Only one participant, each, selected ”Comprehensible learning process” or

”Understandable input source” as necessary (see figure 5.7).



5.5 Design Recommendations

Research Question How can machine learning processes be designed to foster trust in users?

Since all the sub-questions of the study have been addressed, the following section will describe the

design process’s rationale and design recommendations (see figure 5.8). These recommendations

should support practitioners in the medical domain as well as in the HCI community in the task of

designing for AI-driven software.

Figure 5.8: Final Design Process

In the discover phase the participatory user-centered design approach started with theoretical research

and integrating actual users in the early process in the discovery and definition phase of the study.

The information of the experts was essential to focus on the most critical features and procedures in

a radiologist’s daily workflow. The interviews were used to determine what trust in AI means to the

users and what would be needed to enhance their trust in AI-driven image diagnostic tools. In the

developing phase, a new design was created, building upon the gathered data. This way, we increased

our understanding of how trust interrelates with acceptance of the diagnostic tool.



The experts’ perception of trust regarding AI and what could make them trust more in AI-driven

systems helped to define the cues used in the design. All of the experts mentioned the increase of

transparency as the main factor to enhance trust. Furthermore, visualize where the data comes from

or provide certainty of the model output. The assessment of the status quo of deepcOS helped to

find potential improvements in usability as well. In the summative study, we observed that the cues

integrated into the new design improved trust regarding benevolence and competence. Reciprocity

and the overall trust in the system still need improvement. Therefore the signals with the most impact

regarding study participants were status of validity, success and failure rate, and the possibility to

control the data. All three cues are related to the quality of the model output. Cues related to the input

source and learning status were not equally relevant to the users. The findings match the experts’

opinions, but additional information regarding the input source would be necessary (e.g., preliminary

studies, the validity of the developing company).

The summative study let us measure how effective the design for transparency changed the assessment

of trust and usability of the diagnostic tool (OBJ I). This helped us also to answer sub-question 3.

Figure 5.9: Adapted Design Trust Checklist by Wang (2009) enhanced with AI suggestions



As mentioned before, we did not change the general design language itself in this new prototype.

But we made several adaptions to improve the overall usability and include cues that should increase

transparency and foster trust in the diagnostic tool. During the process, we followed the framework

of cues and actions by Sundar (2020) and an adapted version of the design for trust checklist based on

the developments of Wang (2009). The dialogue and the possibility of controlling and manipulating

the data should help break up the black box. Additionally, the users should feel more confident being

supported by the software. Based on the summative testing results, the author recommends enhancing

the design for the trust checklist with a section for AI integration (see figure 5.9).



Chapter 6

Discussion

In the discovery phase, the initial qualitative interviews revealed that the design and the usability

of deepcOS are already on a satisfying level. The triangulation of data collection can confirm this

through the positive results of the SUS questionnaire (68,4 score), the outcome of the semi-structured

interview, and the average expert rating of trust of 74%. The expert interviews provided valuable

input and helped identify risks, opportunities, features, needs, and expectations from real users. Con-

ducting the interviews with the experts seemed to be the most valuable input in this research. This

confirms the importance of speaking with real users. Therefore the expert interviews are seen as an

essential input in this research. The new prototype focused on the visualization of AI processes and

the communication of AI output. We integrated features and cues that provided loops between hu-

mans and the machine and enhanced trust in the system. Additionally, some changes regarding layout

and workflow improved the overall usability of the tool. Constructive discussions with the developing

team of deepc provided critical feedback and helped to integrate additional features and eliminate

minor mistakes in the prototype. The support of the experts and the team of deepc was beneficial in

providing valuable domain knowledge in the field.

Reviewing the summative testing results, we observed an improvement in task success and time on

task for the new design. The task success rate improved by about 20% and the time on task improved

by four seconds. These results conclude that the new design lets the user achieve their goals quicker

and easier. The improved SUS score supports this assumption. According to the SUS results, the

usability improved about 32 (49 for prototype A and 79 for prototype B). The HCTS score only

improved slightly in the new design, of about 4% (64% for prototype A and 66% for prototype B),
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and remains below average. When reviewing the results for trust in prototype A, we can see a big

difference in the experts’ results. In the study, prototype A was given lower rates by the participants

than rated by the experts. This deviation might have been caused by the change of the target user group

for the study from radiologists to AI specialists and other potential users from the medical domain.

Another explanation could be that the experts walked through a moderated testing and the participants

of the summative study faced an unmoderated session. This might have led to lower results in the SUS

and HCTS Scores. It leads to the conclusion, like apprehended in chapter ”Risks to Validity,” that the

study needs to be conducted in a follow-up study with the target user group, radiologists, to get

more authentic results. Thus the summative study can be seen as a first validation of the new design

suggestions and lead to the first design recommendations. Using the trust cues and new features in

the new design helped to improve the usability significantly and partly the perception of trust in the

diagnostic tool. Therefore we can say that increasing transparency helps to increase effectiveness and

even efficiency in the workflow. This statement is strengthened by the rise in the SUS score and the

task success and time on task results that improved in the new design. Due to the experts, the increase

in transparency should also increase trust in the system. This was only particularly the case for the

new design. But we can say that the increase of transparency in AI systems and processes increases

effectiveness and efficiency in the AI structured reporting workflow.

Limitations and Opportunities for Future Research The author is aware that there are more pos-

sibilities to design for transparency when it comes to AI integration. Additionally, due to the ongoing

Covid19 pandemic, we could not conduct sufficient onsite user research. Although expert interviews

lead to first insights, not having visited and observed real users in their working environment leads to

limitations in understanding and overlooking the whole user workflow in which the AI and machine

learning processes should be integrated. Thus the author recommends visiting onsite radiologists in

different locations in the future to get diverse and authentic insights. Due to the extremely small

sample size of high specialized users and the ongoing circumstances, it was tough to recruit target

users. Therefore it is strongly recommended to conduct a follow-up study with several radiologists

to validate the new design and get more authentic results. The application loop11 had limitations,

too. The users needed to confirm their tasks as finished upon their perception. This risk of validity

was handled by providing exact information about the state of completion. The application had some

minor bugs during the process as well. Thus, to prevent errors caused by the testing application, it is

recommended by the author to conduct a follow-up study using moderated sessions.



Chapter 7

Conclusion

This case study aimed to provide design recommendations to enhance usability and trust in using a

medical image diagnostic tool supported by artificial intelligence. We wanted to find out how can

machine learning processes be designed to foster trust in users? The participatory design approach

helped to develop solutions based on real users’ needs. Thus we can say that the research provided

valuable insights into the opportunities and barriers of AI-driven workflows. Based on these insights,

we developed a new design that leads to the first conclusions and recommendations regarding AI cues

and features that improve usability and foster trust in AI-supported tools. This case study leads to

the first assumption that we successfully integrated loops between humans and machines to create a

dialogue for input and output. Focusing on designing for transparency, we managed to increase the

usability and trust related to benevolence and competence. The development of medical diagnostic

tools and other software created by the HCI community can benefit from the process described in

this research and the adapted Design Trust Checklist. The provided framework leads to a transparent

design that seeks to avoid the ”black box” problem, creating information loops that keep the human

in the loop.
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1

RESEARCH – RADIOLOGIST

1 / USER STUDY PLOT – RADIOLOGIST

1  WELCOME AND INTRODUCTION (5 min)

 + Warm up (a few simple questions to ease tension)

  + Aim of the study: Development of a software that evaluates radiological imaging 

    using Artificial Intelligence. 

+ Methodology and documentation consent: Explain research methods to radiologist, get 

    permission to take pictures, video snippets and eye-tracking (if a prototype is shown), the study

    is recorded for documentation (anonymous)

2  CONSENT FORM (2 min) 

 + Signed between the respondent and deepc representatives

3 deepcOS PROTOTYPE (10 min) 

 + Self Exploration

 + Explanation and answering questions

4   INTERVIEW I + II (+DEMOGRAPHIC) (Semi structured interview in a quite space) (30 min) +

 + Questionnaire: Human Computer Trust Scale (HCTS)

 + Questionnaire: System Usability Scale (SUS)

 + General questions: Personal background, work-flow

 + Structured Reporting: personal work-flow, barriers 

 + Artificial Intelligence: experience, assessment  

 + deepcOS: assessment, opinion (if a prototype is shown)

+ General questions: working environment, personal preferences (cool down questions)

 + Demographical questionnaire: personal information

5  THANK YOU & GOODBYE 

+ Debriefing session (Team): Noting down five key findings



2

RESEARCH – RADIOLOGIST

2  DECLARATION OF CONSENT

RESEARCH DECLARATION OF CONSENT

Study:

Name:

Date: Signature:

PARTICIPANT

I was sufficiently informed orally for me and / or written of the interview with deepc.

I hereby agree that during the study informations will be recorded (audio and video). 

This information is used solely to improve our products / prototypes. I understand that my par-

ticipation is kept confidential in this study, and I am even obliged to maintain confidentiality 

regarding study content, product information and the used product prototypes.  

All personal information and individual results will not be disclosed to third parties.

deepc

No information regarding patiens (foto, video and data) will be published and will  

be disguised.

I understand that I may withdraw at any time from participation in the study. 

With the described procedure I agree and confirm this with my signature.

Date: Signature:



3

RESEARCH – RADIOLOGIST

3 QUESTIONNAIRE (HCTS)

YOUR OPINION

1 2 3 4 5

I believe that there could be negative consequences when using deepcOS

Strongly disagree Strongly agree

1 2 3 4 5

I feel I must be cautious when using deepcOS

Strongly disagree Strongly agree

1 2 3 4 5

It is risky to interact with deepcOS

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS will act in my best interest

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS will do its best to help me if I need help

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS is interested in understanding my needs and preferences

Strongly disagree Strongly agree



4

RESEARCH – RADIOLOGIST

3 QUESTIONNAIRE (HCTS)

YOUR OPINION

1 2 3 4 5

I think that deepcOS is competent and effective in image interpretation

Strongly disagree Strongly agree

1 2 3 4 5

I think that deepcOS performs its role as supporting software very well

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS has all the functionalities I would expect from a software that should support 

image interpretation

Strongly disagree Strongly agree

1 2 3 4 5

If I use deepcOS, I think i would be able to depend on it completely

Strongly disagree Strongly agree

1 2 3 4 5

I can always rely on deepcOS for image interpretation

Strongly disagree Strongly agree

1 2 3 4 5

I can trust the information presented to me by deepcOS

Strongly disagree Strongly agree



5

RESEARCH – RADIOLOGIST

3 QUESTIONNAIRE (SUS) 

YOUR OPINION

1 2 3 4 5

I think that I would like to use this system frequently.

Strongly disagree Strongly agree

1 2 3 4 5

I found the system unnecessarily complex.

Strongly disagree Strongly agree

1 2 3 4 5

I think that I would need the support of a technical person to be able to use this system.

Strongly disagree Strongly agree

1 2 3 4 5

I found the various functions in this system were well integrated.

Strongly disagree Strongly agree

1 2 3 4 5

I thought there was too much inconsistency in this system.

Strongly disagree Strongly agree

1 2 3 4 5

I would imagine that most people would learn to use this system very quickly.

Strongly disagree Strongly agree
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RESEARCH – RADIOLOGIST

3 QUESTIONNAIRE (SUS) 

YOUR OPINION

1 2 3 4 5

I found the system very cumbersome to use.

Strongly disagree Strongly agree

1 2 3 4 5

I felt very confident using the system.

Strongly disagree Strongly agree

1 2 3 4 5

I needed to learn a lot of things before I could get going with this system.

Strongly disagree Strongly agree



7

RESEARCH – RADIOLOGIST

4  INTERVIEW

Please record the interview!!

Thank you for your patience.

GENERAL 

1. Please describe your personal work-flow 

(First steps, check patient, read image, documentation)  

2. How much time do you have for one patient (estimation).  

 

3. Please describe the modalities (CT, MRI, etc.) and the body parts (Brain, Chest, Abdomen) you are  

    diagnosing most commonly. (Work-flow with medical assistant)



8

RESEARCH – RADIOLOGIST

4  INTERVIEW

WORK-FLOW 

4. Which of your tasks in your work-flow is the most time consuming and why? 

(Reading image, documentation) 

5. How do you think could this task be simplified? 

 (Ideas about possible solutions)

6. Please describe the biggest barriers you encounter in your work-flow. 

(Slow software, inconsistencies, user unfriendly documentation...)



9

RESEARCH – RADIOLOGIST

4  INTERVIEW

STRUCTURED REPORTING

7. Please describe your current workflow of reporting.

8. In which form are you entering your report? (Dictating, Writing)

9.  Are you familiar with structured reporting? (If not, needs to be explained) 

10. What do you think about this kind of reporting?
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RESEARCH – RADIOLOGIST

4  INTERVIEW

11. In what way do you think modular reporting can improve the status quo? (If the user does not have 

answers, ask more concretely: Completeness?Time efficiency? Standardization? (between colleagues)

Connection between image and finding?)

12. What do you think are the drawbacks?

ARTIFICIAL INTELLIGENCE

13. Where have you utilised AI-based products or services in your clinical practice?

14. Where do you think could AI-based products or services support you in your clinical practice?
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RESEARCH – RADIOLOGIST

4  INTERVIEW

15. What would be the role of radiologists in developing / validation AI applications to medical imaging? 

16. Would you invest time to improve AI-algorithms e.g. via providing feedback? 

17. What would be necessary for you to trust the outcome of the AI-prediction?
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RESEARCH – RADIOLOGIST

4  INTERVIEW

18. How do you think would controlling the data or training process of the machine affect your trust 

perception regarding an AI-service?

deepcOS

19. Please describe your first impression with the software. 

20. What did you like about the software? 

21.  How do you think the software can support you in your individual needs?
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RESEARCH – RADIOLOGIST

4  INTERVIEW

22. What seemed odd to you or did you dislike going through the software?

23. What features did you miss that are not implemented in deepcOS? 

General

24. In which moment, during your work did you reach your limits? 

25. What did you miss in that specific moment?



14

RESEARCH – RADIOLOGIST

4  INTERVIEW

26. How does the environment affect your work? 

27. What could be improved from your perspective to make your personal workflow more simple and 

efficient?
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RADIOLOGIST

PERSONAL DETAILS

4  INTERVIEW PART II (DEMOGRAPHY)

1 2 3 4 5

Own assessment of technical experience (with electronic products):

not experienced at all very experienced

Occupation / Years:

Age:

Gender:

Highest Reached
Qualification:

Additional  
Comments



9.2 User Study Plot: Summative Study V A+B
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USER TESTING – RADIOLOGIST – V:A

1 / USER STUDY PLOT – VERSION A

1  WELCOME AND INTRODUCTION (1 min)

 +Our prototype uses artificial intelligence to support radiologists in their reporting workflow. 

 +The purpose of this study is to measure how you asses the support of artificial intelligence 

 +The study is a non-profit project.  It is a cooperation between the University of Technology of

    Tallinn, the Cyprus University of Technology, the LMU Munich and a start-up from 

    Munich called deepc.

+ Methodology and documentation:

    You will start by using the prototype to solve four tasks. During the study instructions and 

    explanations will be available to you. Afterwards you will answer questionnaires. In the end, we

    have some questions about your opinion and your demographics.

    Due to validation purposes, we need to record your screen during the session (audio and webcam

    access will not be required) - the screen-recording is needed for backup and documentation only. 

2  CONSENT FORM (0 min) 

 + I understand that my participation is kept confidential in this study, and I am even obliged to

    maintain confidentiality regarding study content, product information and the used product 

    prototypes. All recordings, personal information and individual results will not be disclosed 

    to third parties.

      I understand that I may withdraw at any time from participation in the study. I understand that 

      I may withdraw at any time from participation in the study. I confirm that I agree with the 

      described procedure by selecting the “agree” box below. 

3  “HUMNAN IN THE LOOP” PROTOTYPE (10 min) 

 +Instructions: 

    Before we start: Your tasks will be provided at the beginning of each scenario. You can review the

    tasks at any time again by clicking  the “show” bubble in the bottom left corner. 

    Feel free to look at the screens carefully and open up the task description after each step so y

    don’t need to memorize it. Please beware: This is a prototype with limited functionality.
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1 / USER STUDY PLOT – VERSION A

 After you feel you have completed the task, open the “show” bubble and hit the 

 “task completed” button. You will then be  redirected to your next task automatically. 

 Let’s try it! You have completed your first task by reading the instructions. Please continue. 

+ Task 1 - Start

+ Task 2 - Navigate

+ Task 3 - Findings

4  QUESTIONNAIRE I + II (5 min) 

+ Questionnaire: Human Computer Trust Scale (HCTS)

+ Questionnaire: System Usability Scale (SUS)

5 INTERVIEW QUESTIONS + DEMOGRAPHICS (5 min) 

+ Cool off question: future considerations

+ Demographical questionnaire: personal information

5  THANK YOU & GOODBYE 

+Thank you again for providing us your thoughts and to take the time to participate in this study!

If you have any additional feedback, let us know. Have a good day!

USER TESTING – RADIOLOGIST – V:A
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3 PROTOTYPE - TASKS

Task 1 – Start 

Imagine yourself sitting in front of your working area. You have just screened a patient. You start the soft-

ware to review the image set.  

 

1. Log-in to the platform using the provided credentials

2. Select a patient from your list that has not been reviewed yet

Task 2 – Navigate

Now you can view the available data of your patient. The AI has detected some anomalies. 

 

Please select an image where the AI has detected an anomaly.

(Normally you can scroll through the set of images, today you need to click into the specific area).

 

Task 3 – Findings

Imagine you have studied the image, now you want to document your findings on the anomaly.

1. Draw an arrow in your region of interest

2. Lets assume you see that it is a “A medium localized intraparenchymal hemorrhage in 

the thalamus-right region.” Please enter your documentation. 

3. Finish the process documentation

• Please read and use your “Quick Guide” to accomplish the given tasks!

• Not you are testet but the prototype

• The prototype has limited functionality and only specific directions are possible

!

USER TESTING – RADIOLOGIST – V:A
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USER TESTING – RADIOLOGIST – V:B

1 / USER STUDY PLOT – VERSION B

1  WELCOME AND INTRODUCTION (1 min)

 +Our prototype uses artificial intelligence to support radiologists in their reporting workflow. 

 +The purpose of this study is to measure how you asses the support of artificial intelligence 

 +The study is a non-profit project.  It is a cooperation between the University of Technology of

    Tallinn, the Cyprus University of Technology, the LMU Munich and a start-up from 

    Munich called deepc.

+ Methodology and documentation:

    You will start by using the prototype to solve four tasks. During the study instructions and 

    explanations will be available to you. Afterwards you will answer questionnaires. In the end, we

    have some questions about your opinion and your demographics.

    Due to validation purposes, we need to record your screen during the session (audio and webcam

    access will not be required) - the screen-recording is needed for backup and documentation only. 

2  CONSENT FORM (0 min) 

 + I understand that my participation is kept confidential in this study, and I am even obliged to

    maintain confidentiality regarding study content, product information and the used product 

    prototypes. All recordings, personal information and individual results will not be disclosed 

    to third parties.

      I understand that I may withdraw at any time from participation in the study. I understand that 

      I may withdraw at any time from participation in the study. I confirm that I agree with the 

      described procedure by selecting the “agree” box below. 

3  “HUMNAN IN THE LOOP” PROTOTYPE (10 min) 

 +Instructions: 

    Before we start: Your tasks will be provided at the beginning of each scenario. You can review the

    tasks at any time again by clicking  the “show” bubble in the bottom left corner. 

    Feel free to look at the screens carefully and open up the task description after each step so y

    don’t need to memorize it. Please beware: This is a prototype with limited functionality.
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1 / USER STUDY PLOT – VERSION B

  After you feel you have completed the task, open the “show” bubble and hit the 

  “task completed” button. You will then be  redirected to your next task automatically. 

  Let’s try it! You have completed your first task by reading the instructions. Please continue. 

 + Task 1 - Start

 + Task 2 - Navigate

 + Task 3 - Findings

   + Task 4 - Impression + Finish

4  QUESTIONNAIRE I + II (5 min)  

 + Questionnaire: Human Computer Trust Scale (HCTS)

 + Questionnaire: System Usability Scale (SUS)

5 INTERVIEW QUESTIONS + DEMOGRAPHICS (5 min)  

+ Cool off questions: personal preferences

 + Demographical questionnaire: personal information

5  THANK YOU & GOODBYE 

 +Thank you again for providing us your thoughts and to take the time to participate in this study!

    If you have any additional feedback, let us know. Have a good day!

USER TESTING – RADIOLOGIST – V:B
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3 PROTOTYPE - TASKS

Task 1 – Start 

Imagine yourself sitting in front of your working area. You have just screened a patient. You start the soft-

ware to review the image set.  

 

1. Log-in to the platform using the provided credentials

2. Select a patient from your list that has not been reviewed yet

Task 2 – Navigate

Now you can view the available data of your patient. The AI has detected some anomalies. 

 

Please select an image where the AI has detected an anomaly.

(Normally you can scroll through the set of images, today you need to click into the specific area).

 

Task 3 – Findings

Imagine you have studied the image, now you want to document your findings on the anomaly.

1. Draw an arrow in your region of interest

2. Lets assume you see that it is a “medium localized hyperdense finding in the frontal-left 

    region.” Please write your documentation. (Real typing is not possible but simulated by 

    pressing the “Enter” button). 

3. Finish the process documentation

Task 4 – Impression + Finish

The AI now provides an impression on what it thinks it is seeing in the image and based on the documenta-

tion you have just entered. 

1. Accept or reject the impression 

2. Sign and Approve the report for this finding. 

• Please read and use your “Quick Guide” to accomplish the given tasks!

• Not you are testet but the prototype

• The prototype has limited functionality and only specific directions are possible

!

USER TESTING – RADIOLOGIST – V:B
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3 QUESTIONNAIRE (HCTS)

YOUR OPINION

1 2 3 4 5

I believe that there could be negative consequences when using deepcOS

Strongly disagree Strongly agree

1 2 3 4 5

I feel I must be cautious when using deepcOS

Strongly disagree Strongly agree

1 2 3 4 5

It is risky to interact with deepcOS

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS will act in my best interest

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS will do its best to help me if I need help

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS is interested in understanding my needs and preferences

Strongly disagree Strongly agree

USER TESTING – RADIOLOGIST – V:A
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3 QUESTIONNAIRE (HCTS)

YOUR OPINION

1 2 3 4 5

I think that deepcOS is competent and effective in image interpretation

Strongly disagree Strongly agree

1 2 3 4 5

I think that deepcOS performs its role as supporting software very well

Strongly disagree Strongly agree

1 2 3 4 5

I believe that deepcOS has all the functionalities I would expect from a software that should support 

image interpretation

Strongly disagree Strongly agree

1 2 3 4 5

If I use deepcOS, I think i would be able to depend on it completely

Strongly disagree Strongly agree

1 2 3 4 5

I can always rely on deepcOS for image interpretation

Strongly disagree Strongly agree

1 2 3 4 5

I can trust the information presented to me by deepcOS

Strongly disagree Strongly agree

USER TESTING – RADIOLOGIST – V:A
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3 QUESTIONNAIRE (SUS) 

YOUR OPINION

1 2 3 4 5

I think that I would like to use this system frequently.

Strongly disagree Strongly agree

1 2 3 4 5

I found the system unnecessarily complex.

Strongly disagree Strongly agree

1 2 3 4 5

I think that I would need the support of a technical person to be able to use this system.

Strongly disagree Strongly agree

1 2 3 4 5

I found the various functions in this system were well integrated.

Strongly disagree Strongly agree

1 2 3 4 5

I thought there was too much inconsistency in this system.

Strongly disagree Strongly agree

1 2 3 4 5

I would imagine that most people would learn to use this system very quickly.

Strongly disagree Strongly agree

USER TESTING – RADIOLOGIST – V:A
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3 QUESTIONNAIRE (SUS) 

YOUR OPINION

1 2 3 4 5

I found the system very cumbersome to use.

Strongly disagree Strongly agree

1 2 3 4 5

I felt very confident using the system.

Strongly disagree Strongly agree

1 2 3 4 5

I needed to learn a lot of things before I could get going with this system.

Strongly disagree Strongly agree

USER TESTING – RADIOLOGIST – V:A
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4  INTERVIEW - EN

Please record the interview!!

Thank you for your patience.

1. What was the most promising feature regarding AI in your eyes?  

 

___ The AI provides text completion  ___ In the End the AI showed what it learned 

 

___ The AI provides information about its certainty  

 

___ The AI provides a impression  ___ The AI shows me anomalies 

 

2. Was there anything you missed or like us consider in the future?  

USER TESTING – RADIOLOGIST – V:B
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4  INTERVIEW - EN

Please record the interview!!

Thank you for your patience.

1. Was there anything you missed or like us consider in the future?  

USER TESTING – RADIOLOGIST – V:A
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PERSONAL DETAILS

4  DEMOGRAPHICS

1 2 3 4 5

Own assessment of technical experience (with electronic products):

not experienced at all very experienced

Occupation 

Occupation in 

Years

Institution

Gender

Age

Other

_______________________________________________________________________________________

_______________________________________________________________________________________

_______________________________________________________________________________________

___________

Private practiveState-run hospital

Other

___________

MTRAMedical StudentRadiologist

University clinic

Male Female Divers

5-102-50-2 10 <

_______________________________________________________________________________________

_______________________________________________________________________________________

Still studying

50-6030-40> 25 60 <40-5025-30

USER TESTING – RADIOLOGIST – V:A



9.3 Call for Participation (Summative Study)



Remote-Study with the topic:  
Artificial Intelligence in Radiologists Workflows  

„Keeping the Human in the Loop. A Case Study in the Medical Domain, that Should Increase Trust 
in Workflows Supported by Artificial Intelligence.“ 

Background of the study 
The development of medical image processing has greatly improved in the last few decades. 

On the one hand, this has resulted in more images being created per individual scan, but also 
algorithms, based on artificial intelligence have been greatly improved in terms of their 
applicability and importance in the field of medical imaging. Nevertheless, there is a lack of 
acceptance of such applications, partly due to insufficient integration into clinical workflows.


This study aims to test a prototype that is intended to support radiologists in their clinical 
workflow. Utilizing an improved workflow integration, an increase in efficiency through 
transparency in connection with artificial intelligence is to be achieved. Also, it should be checked 
whether the solution has a positive effect on the trust and acceptance of such applications.  

Study details

Now this new user interface is to be tested with the help of a prototype.
Only a computer / laptop with Chrome or Firefox is required to participate. The study is carried out 
in English with the help of "Loop11"1 and takes about 20 minutes. First, a series of tasks is carried 
out, followed by two short questionnaires. 

Just follow this link and you will be directed to the study:  
https://www.loop11.com/ui/?l11_uid=76239    

Help me to improve the status quo and be part of a new development!  
Thank you very much in advance for your help! 

Svenja Dittrich
(svenja@idmaster.eu)

1 Loop11 requires the installation of a browser extension which, of course, can be uninstalled immediately afterwards. This extension 

guides you through the study and records the study screen as you go. The data is only used to validate the results and will not be 

published or passed on to third parties.




